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1  | INTRODUC TION

Most review articles in ecology can be classified as narrative re-
views, where a given research theme is qualitatively summarised in 
a narrative structure (Gates, 2002; Koricheva & Gurevitch, 2013). 

Narrative reviews are useful to explore perspectives, conceptual 
frameworks, and historical advances, and to provide a broader inter-
pretation of topics (Collins & Fauser, 2005; Gurevitch et al., 2018). 
However, narrative reviews tend to be plagued with subjectivity and 
biases (e.g. by not stating the methods used to compile the primary 
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Abstract
1. Given the increasing use of systematic reviews and meta- analyses in ecology, their 

protocols should be closely followed to ensure quality. Several checklists are avail-
able to guide researchers towards a high- quality meta- analytic study. Freshwater 
ecology studies have a tradition of using experimental studies, which provide the 
ideal data to test hypotheses using meta- analysis.

2. Here, we evaluated the quality of 114 meta- analyses in freshwater ecology and 86 
meta- analyses in ecology and evolution for comparative purposes.

3. We found that many studies are still using the term meta- analysis incorrectly and 
that this error persisted over time. The quality of the studies that did conduct a 
formal meta- analysis has improved. Thus, we speculate that available guidelines 
are being effective in improving the quality of meta- analytic studies. Quality was 
not associated with the impact factor of the journal where the meta- analyses 
were published or with the average number of citations.

4. In addition to the incorrect use of the term, we found that many studies failed to: 
report heterogeneity statistics, evaluate temporal changes in effect size, conduct 
publication bias analyses, address the collinearity among moderators, and provide 
the data. In general, meta- analyses in ecology and evolution have only a slightly 
better average score than meta- analyses in freshwater ecology.

5. Although the quality of meta- analyses in freshwater ecology has improved over 
time, there is much room for improvement. Authors should not label their stud-
ies as meta- analyses if these methods were not used. Compliance with check-
lists should be widely fostered as meta- analyses are increasingly being used to 
summarise findings in different areas of ecology. Authors, reviewers, and edi-
tors should use checklists to improve the quality of meta- analyses in freshwater 
ecology.
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studies reviewed; Koricheva & Gurevitch, 2013; Lortie, 2014). In re-
cent decades, a growing number of studies have shown that system-
atic reviews and meta- analyses, if properly conducted, can minimise 
these issues (Gates, 2002; Gurevitch et al., 2018; Koricheva & 
Gurevitch, 2013; Lortie, 2014). These methods are especially im-
portant considering the need for predictive power and generalisa-
tion in the field of ecology (e.g. Houlahan et al., 2017).

Systematic reviews value transparency, systematic reporting, 
and reproducibility (Gurevitch et al., 2018). A meta- analysis may 
be conducted when enough data are available, going a step fur-
ther by quantitatively summarising empirical findings (Gurevitch 
et al., 2018). In a nutshell, a meta- analysis calculates a weighted 
mean effect size and its statistical significance, and, importantly, ex-
plores possible causes of variation in effect sizes using moderators 
(Borenstein et al., 2009). Weighting effect sizes by their precision is 
a pivotal step (Borenstein et al., 2009), as it ensures that estimates 
will be more influenced by studies with high precision.

However, as emphasised by Olkin (1992), “doing a meta- analysis 
is easy, doing one well is hard” (see also Berman & Parker, 2002; 
Felson, 1992). The devil is in the details, and poorly conducted 
meta- analysis may do more harm than good. For example, results 
from meta- analyses, in the medical sciences, are generally regarded 
as providing stronger evidence than a single randomised control 
trial (but see Murad et al., 2016). However, if the meta- analysis is 
conducted poorly it may deliver misleading conclusions that may be 
believed as truthful and determine medical treatment regimens or 
health policies. Similarly, poorly conducted meta- analyses in ecol-
ogy, in addition to delaying scientific progress, may lead to inappro-
priate conservation policies. For example, it is common that several 
primary studies in a meta- analysis contribute more than one ef-
fect size (e.g. when the same control is compared with two ex-
perimental groups or when the control group is compared with an 
experimental group at different time- points). Accordingly, a meta- 
analysis ignoring the fact that multiple effect sizes from the same 
primary studies are not independent would produce results with 
inflated type I error rates (see also Song et al., 2020; Mengersen 
et al., 2013; Van den Noortgate et al., 2014). In general, issues as-
sociated with lack of transparency (e.g. in selecting studies and re-
porting), misinterpretation of results (Morrissey, 2016), incorrect 
methodology (López- López et al., 2018), premature use of meta- 
analyses where there are insufficient data (Borenstein et al., 2009; 
Ioannidis, 2010), and lack of systematisation (Gurevitch et al., 2018), 
for example, have prompted critiques and challenged the credibil-
ity of meta- analytical results (Ioannidis, 2016; Morrissey, 2016; 
Whittaker, 2010). This shows a need to better disseminate good 
practices among different research fields and to improve the qual-
ity of meta- analysis studies (Gurevitch et al., 2018; Hillebrand & 
Cardinale, 2010).

Clear guidelines for conducting a systematic review have 
been published and updated as a strategy to improve the quality 
of meta- analysis (Fleming et al., 2014; Moher et al., 2009, 2015; 
Shamseer et al., 2015). Well- established guidelines for systematic 
reviews include, but are not limited to, the Cochrane Handbook of 

Systematic Reviews (Higgins & Green, 2011), PRISMA statement 
(Moher et al., 2009, 2015), Tools for Transparency in Ecology and 
Evolution (Parker et al., 2018), and other relevant checklists (Higgins 
et al., 2013; Nakagawa et al., 2017; see applications in Delaney 
et al., 2005; Willis & Quigley, 2011). In ecology, Koricheva and 
Gurevitch (2014) have proposed a checklist of quality criteria for 
meta- analysis for research synthesists, peer reviewers, and editors 
(see also Nakagawa et al., 2017). However, despite these calls for 
systematisation, misuses and poor reporting are still recurrent in 
meta- analyses in many fields of research (Gates, 2002; Koricheva & 
Gurevitch, 2014; Philibert et al., 2012; Roberts et al., 2006; Senior 
et al., 2016; Vetter et al., 2013).

Here, we performed a systematic review of meta- analyses 
published within the field of freshwater ecology and evaluated 
the quality of these studies considering established criteria. We 
used the checklist proposed by Koricheva and Gurevitch (2014) 
as the main reference to evaluate the quality of meta- analyses in 
freshwater ecology. For comparative purposes, we also evaluated 
the quality of meta- analyses in the field of ecology and evolution 
(Senior et al., 2016). We expected that our measure of quality 
(see Methods section) would increase over time due to increased 
knowledge of best practices by authors, reviewers, and editors. 
We also asked whether quality was associated with citation met-
rics to test whether better developed articles were published in 
journals with higher visibility. We also expected that the quality 
score would be correlated with the average number of citations, 
assuming that readers would seek well- developed studies as ref-
erences. We expected that the statistical issues related to phy-
logenetic relationship would be the least addressed criterion due 
to the lack of recognition that species cannot be regarded as in-
dependent points in statistical analyses (Felsenstein, 1985). Also, 
phylogenetic data are not readily available for many biological 
groups in the freshwater realm. We expected that the assessment 
of temporal changes in effect sizes using, for example, cumula-
tive meta- analysis, would not often be conducted. Despite being 
a well- established tool (e.g. Leimu & Koricheva, 2004), ecologists 
have only recently considered its potential and importance (e.g. 
Koricheva & Kulinskaya, 2019; Ortega et al., 2018). Methods to ad-
dress the use of multiple outcomes or dependent effect sizes have 
only recently been published (e.g. Hedges et al., 2010; Van den 
Noortgate et al., 2014) and used in ecological studies (e.g. Stein 
et al., 2014). Thus, we predict that this quality criterion would also 
often be neglected.

2  | METHODS

2.1 | Search strategy and criteria

We searched for meta- analyses in freshwater ecology using the 
Web of Science (WoS) and Scopus databases (from 1990 to 8 
August 2017). Our search string (see details in Table 1) resulted in 
443 and 382 hits for WoS and Scopus, respectively. We removed 
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duplicates using the function mergeDbSources from the R package 
Bibliometrix (Aria & Cuccurullo, 2017) and screened the articles fol-
lowing the Preferred Reporting Items for Systematic Reviews and 
Meta- Analyses (PRISMA) statement (Moher et al., 2009, 2015). The 
PRISMA statement is a checklist, including a flow diagram, designed 
to help authors improve the reporting of systematic reviews (Moher 
et al., 2009, 2015). The first step consisted of reading the abstracts 
to exclude obviously irrelevant literature. Then, we read the pa-
pers for eligibility (full- text assessment). We included studies that 
contained formal meta- analyses and we excluded all reviews that 
were not quantitative reviews using meta- analysis procedures. Also, 

we only included studies with results from freshwater ecosystems 
and excluded studies that did not focus on freshwater organisms 
(Figure 1, Table S1).

A second reviewer re- evaluated 30% of the articles collected 
from the databases (174 out of 577 papers, selected using the func-
tion sample() in the software R; R Core Team, 2020). We then cal-
culated the agreement rate (Orwin & Vevea, 2009) and Cohen's κ 
(Cohen, 1960) to assess the reliability of the screening procedures 
conducted in this study.

2.2 | Meta- analysis quality

We assigned scores to each study following the checklist of crite-
ria proposed by Koricheva and Gurevitch (2014), which consisted 
of 16 criteria with references to support them (see their Table 3). 
We altered the criterion “use of a meta- regression to appraise 
the issue of exploring existent heterogeneity” to “exploring the 
heterogeneity among studies” (Table 2). In this case, the criterion 
was met whenever the authors explored causes of heterogeneity 
among studies using moderators irrespective of the approach (e.g. 
meta- regression or analyses). For each criterion met, we assigned 
one point to the study. Half points were assigned when the in-
formation was incomplete (e.g. lack of the specific search terms). 
To fulfil the third criterion, the studies had to have calculated 

TA B L E  1   Search string used to obtain meta- analytical studies on 
freshwater ecology published between 1991 to 2017 in the Web of 
Science and Scopus databases. The Boolean codes were adjusted to 
each search database, but the same words and wildcard functions 
were used in both

Terms Search string

Meta- analysis 
terms

(meta- anal* OR metanal* OR "quantitative 
review")

Freshwater 
ecology 
terms

((freshwater OR aquatic* OR limnol* OR "inland 
water*" OR river* OR stream* OR creek* OR 
reservoir* OR lake* OR lagoon* OR pond* OR 
mere* OR loch* OR lakelet*) NOT (ocean* OR 
marine))

F I G U R E  1   Preferred Reporting 
Items for Systematic Reviews and 
Meta- Analyses (PRISMA) flow diagram 
summarising study inclusion and exclusion 
phases (adapted from Moher et al., 2009)



4  |     LODI et aL.

weighted effect sizes before modelling. We also assigned one 
point to the third criterion when effect sizes were weighted by 
the number of observations (see Gurevitch et al., 2018). Some 
studies only sought to explain the variation among studies (with-
out estimating a weighted mean effect size). Consequently, we 
assumed that studies reporting variance partitioning results met 
the requirements for criterion 3. Some criteria were not rel-
evant for some studies depending on their design (Table 2). For 
example, taking phylogenetic relatedness into account is not rel-
evant for studies focused on a single species or ecosystem- level 
variables. Therefore, we calculated the ratio between the sum of 
points and the maximum possible number of points for the study. 
Accordingly, the maximum rating is no longer 16 as initially pro-
posed by Koricheva and Gurevitch (2014) but ranged from 0 (low-
est) to 1 (highest quality).

We tested for a temporal trend in the rating scores using the 
Spearman rank correlation between scores and publication year. 
Similarly, we tested for a correlation between scores and impact fac-
tor, and between scores and Normalised Citation Impact Index (NCII) 
using the Spearman rank correlation. The NCII is given by the ratio 
between the total number of citations and the time elapsed (in years) 
since publication (see Coursaris & Van Osch, 2014 and references 
therein).

We also rated the 86 meta- analyses in ecology and evolution 
compiled by Senior et al. (2016), to compare with our results. Senior 
et al. (2016) only included studies that quantified heterogeneity 
among effect sizes. Thus, for comparative purposes, we rated each 
of the 86 meta- analyses in ecology and evolution without consid-
ering the following criteria: “Has heterogeneity of effect sizes be-
tween studies been quantified?” (criterion 5), “Have the causes of 

TA B L E  2   Quality criteria used to assign scores to the meta- analysis papers selected and observations explaining the criteria used and 
exceptions in punctuation. The quality criteria were obtained from Koricheva and Gurevitch (2014)

Quality criteria Observations

1 Are details of bibliographic search (electronic data bases used, 
keyword combinations, years) reported in sufficient detail to allow 
replication?

Half a point when the search terms are not provided. Not 
relevant for meta- analysis conducted with primary data.

2 Are criteria for study inclusion/exclusion explicitly listed? Half a point when the criteria provided are not clear 
enough for reproducibility. Not relevant for meta- analysis 
conducted with primary data.

3 Have effect sizes been weighted by study precision or has the 
rationale for using unweighted approach been provided?

4 Has the statistical model for meta- analysis been described?

5 Has heterogeneity of effect sizes between studies been quantified?

6 Have the causes of existent heterogeneity in effect sizes been 
explored?

7 If effects of multiple moderators have been tested, have potential 
non- independence of and interactions between moderators been 
considered?

Not relevant if moderators were not considered

8 Have tests for publication bias been conducted?

9 Have sensitivity analysis been performed to test the robustness of 
results?

10 If meta- analysis combines studies published over considerable time 
span, have possible temporal changes in effect size been tested?

11 If meta- analysis combined studies conducted on different species, 
has phylogenetic relatedness of species been considered?

Not relevant for studies considering single species or 
focused on community (e.g. diversity or species richness) 
or ecosystem responses

12 Has the software used been described?

13 Have full bibliographic details of primary studies included in a meta- 
analysis been provided?

Not relevant for meta- analysis conducted with primary 
data.

14 Has the data set used for meta- analysis, including effect sizes 
and variances/sample sizes from individual primary studies and 
moderator variables, been provided as electronic appendix?

15 Have standard metrics of effect size been used or, if nonstandard 
metrics have been employed, is the distribution of these 
parameters known and have the authors explained how they 
calculated variances for such metrics?

16 If more than one estimate of effect size per study was included in 
the analysis, has potential non- independence of these estimates 
been considered?

Not relevant for studies that used one estimate of effect 
size per study
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existent heterogeneity in effect sizes been explored?” (criterion 
6) and “Have standard metrics of effect size been used (…)” (crite-
rion 15). We checked whether freshwater studies were included by 
Senior et al. (2016) and found that a total of 9 studies also evaluated 
the freshwater realm, none of which were included in our study, thus 
ensuring independence between datasets.

3  | RESULTS

Most of the 577 studies were excluded in abstract and full text 
screening because they did not conduct a formal meta- analysis (224 
studies) or because they were not focused on freshwater systems 
(58 studies). The studies that were excluded during the analysis of 
the abstracts (282 papers) were clearly out of the objectives of our 
review. Specifically, 118 and 87 studies were not focused on fresh-
water systems and on ecological questions, respectively. Also, 76 
studies did not conduct a formal meta- analysis and one was clearly 
methodological.

After reading the full texts, we excluded 147 and 34 studies for 
not being formal meta- analyses or focused on aquatic ecosystems, 
respectively. Most of these studies consisted of a re- analysis of pri-
mary data, without calculating an effect size per study. We found 114 
meta- analytic studies that met our criteria (Figure 1) after following 
the different steps to select the studies. We found an agreement 
rate of 0.90 and a Cohen κ of 0.73 (95% CI = 0.62– 0.84), indicating 
that most of the studies were consistently selected by both review-
ers during the screening of the abstracts.

The number of meta- analytic studies focused on freshwa-
ter ecology increased over time, from the first study published by 
Wooster (1994), among the studies we selected, to 11 studies pub-
lished in 2016 and eight in 2017 (until the search date; Figure 2a). 
These papers were published mostly in Ecology, Oikos, Freshwater 

Biology, and other specific journals within the field of freshwater 
ecology (Figure 2b).

We found an average rating score of 0.56 ± 0.20 (mean ± SD). 
Rating scores increased over time (Spearman correlation r = 0.43; 
p < 0.001) but were not related to journal impact factor (r = 0.03; 
p = 0.720) or to the NCII (r = 0.15; p = 0.121). Most studies (86.8%, 
out of 114) did not test for temporal changes in effect sizes (criterion 
10). Also, most studies did not perform sensitivity analyses (criterion 
9), evaluate the dependence among moderators (criterion 7) and did 
not provide heterogeneity statistics (criterion 5; Table 3). Nearly half 
of the studies did not check for publication bias (criterion 8) nor pro-
vided the data used for the meta- analysis (criterion 14). The issues of 
using multiple effect sizes per primary study (criterion 16) were also 
often ignored and approximately 36% of the studies did not provide 
details of the full literature search (criterion 1; Table 3). However, 
other important criteria were met more frequently; for example, 
most studies used standard metrics of effect size (criterion 15), ex-
plored the heterogeneity in effect sizes (criterion 6) and used the 
inverse– variance method to weight effect sizes (criterion 3; Table 3).

Most of the criteria were met in ecological and evolutionary 
studies (average rating score of 0.61 ± 0.21 SD) with a higher fre-
quency than in limnological meta- analyses (Table 4). This was espe-
cially so for criteria 1, 3, 4, 8, 9, 11, 13, and 16 (Figure 3). In general, 
criteria 1, 7, 10, 11, and 16 were more frequently unmet (<50% of the 
studies) in both fields.

4  | DISCUSSION

Meta- analysis is considered a powerful method for summaris-
ing results of independent studies in different research areas (e.g. 
Lortie, 2014; Ellis, 2010; Gurevitch et al., 2019). However, the higher 
credibility of meta- analysis results may be a double- edged sword, 

F I G U R E  2   Annual number of studies on freshwater ecology using meta- analysis (a). Number of studies per journal (b). The dataset 
included a total of 114 studies published in 61 journals
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especially if reliability is questionable (Ioannidis, 2010, 2016, 2017; 
Nakagawa et al., 2017). In this context, it was disturbing to find 
many studies stating that they conducted meta- analyses despite the 
use of different approaches (e.g. re- analysis of primary data, vote 

counting, scientometrics, qualitative reviews). Other studies failed 
to mention the criteria used to select studies, disregarded publi-
cation bias analyses (e.g. Koricheva & Gurevitch, 2014; Nakagawa 
et al., 2017 for plant ecology and ecology and evolution, respec-
tivelly) or focused mostly on statistical significance, often neglect-
ing to model heterogeneity (Higgins & Thompson, 2002; Koricheva 
& Gurevitch, 2014; Senior et al., 2016). Many of the studies failed 
to address non- independence issues with the use of multiple effect 
sizes from the same studies (e.g. Hedges et al., 2010), or at least to 
conduct a sensitivity analysis to demonstrate the robustness of their 
results (Gurevitch et al., 2018). The analysis of temporal stability in 
effect sizes was also disregarded in several meta- analyses, which is 
of concern as it may lead to misleading conclusions (e.g. Koricheva & 
Kulinskaya, 2019).

According to Koricheva and Gurevitch (2014), meta- analysis 
is a “set of statistical methods for combining outcomes (effect 
sizes) across different data sets addressing the same research 
question to examine patterns of response across these data sets 
and sources of heterogeneity in outcomes”. Here, 224 studies 
were excluded solely for not being formal meta- analyses. Some 
of these exclusions occurred after reading the abstract (77) be-
cause the studies stated that their results were important for 
the development of future meta- analysis, while others cited 
the term meta- analysis in other contexts. The most striking re-
sult concerns the exclusion of 154 studies, after reading the full 
texts, for not using meta- analytic approaches (e.g. vote- counting 
and re- analysis of primary data), despite being described as 
meta- analyses by the authors. This erroneous use of the term 
meta- analysis has also been observed in other areas of ecol-
ogy (Koricheva & Gurevitch, 2014; Senior et al., 2016; Vetter 
et al., 2013), despite many studies urging authors to “apply the 

Quality criteria NR (%) Yes (%) No (%) Partial (%)

1 Searching details 7.02 28.95 35.96 28.07

2 Inclusion/exclusion criteria 7.02 57.02 19.3 16.67

3 Weighted effect sizes – 75.44 24.56 – 

4 Meta- analytical model – 71.93 28.07 – 

5 Heterogeneity in effect sizes – 41.23 58.77 – 

6 Causes of heterogeneity 0.88 82.46 16.67 – 

7 Collinearity analysis 15.79 22.81 61.4 – 

8 Publication bias 6.14 39.47 54.39 – 

9 Sensitivity analysis – 37.72 62.28 – 

10 Changes in effect size 5.26 7.89 86.84 – 

11 Controlling for phylogeny 71.05 3.51 25.44 – 

12 Software – 69.3 30.7 – 

13 Bibliographic details 6.14 75.44 18.42 – 

14 Data – 52.63 47.37 – 

15 Standard effect size – 93.86 6.14 – 

16 Multiple effect sizes 27.19 26.32 39.47 7.02

TA B L E  3   Compliance with the 
criteria for reporting and following 
methodological standards assigned 
to freshwater ecology meta- analyses. 
This survey encompasses 114 studies 
published from 1991 to 2017. NR = not 
relevant for the study. A detailed 
description of the criteria is shown in 
Table 2

TA B L E  4   Compliance with the criteria for reporting and 
following methodological standards assigned to 86 ecological and 
evolutionary meta- analyses reviewed by Senior et al. (2016). A 
detailed description of the criteria is shown in Table 2. *Indicates 
criteria that were disregarded for ecological and evolutionary 
meta- analyses

Quality criteria
Yes 
(%)

No 
(%)

Partial 
(%)

1 Searching details 49.41 27.06 20.00

2 Inclusion/exclusion criteria 63.53 11.76 21.18

3 Weighted effect sizes 92.94 7.06 0.00

4 Meta- analytical model 84.71 15.29 0.00

5 Heterogeneity in effect 
sizes

* * *

6 Causes of heterogeneity * * *

7 Collinearity analysis 27.06 63.53 0.00

8 Publication bias 65.88 30.59 0.00

9 Sensitivity analysis 61.18 38.82 0.00

10 Changes in effect size 5.88 90.59 0.00

11 Controlling for phylogeny 24.71 45.88 0.00

12 Software 71.76 28.24 0.00

13 Bibliographic details 89.41 7.06 0.00

14 Data 58.82 41.18 0.00

15 Standard effect size * * *

16 Multiple effect sizes 42.35 35.29 4.71
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term meta- analysis consistently and correctly and not to con-
fuse it with other summary techniques” (e.g. Vetter et al., 2013). 
Indeed, we found that the number of studies erroneously self- 
classified as meta- analysis is still increasing (Spearman's r = 0.74; 
p = 0.0002; n = 20 years [1998– 2017]).

We found that meta- analyses in freshwater ecology require 
improvements, in line with previous studies from different fields 
(Delaney et al., 2005; Ioannidis, 2016; Koricheva & Gurevitch, 2014). 
Meta- analysis quality was not correlated with journal impact fac-
tor, indicating that the most well- conducted meta- analyses are 
not necessarily published in journals with high impact factors 
(Brembs, 2018). The lack of correlation between the average num-
ber of citations an article received and its quality score, in turn, sug-
gests that other factors (e.g. themes and specific results) are more 
important to citability than the quality of the meta- analysis itself (see 
also Padial et al., 2010 for a general analysis of citation frequency of 
ecological articles). However, we found that our rating scores were 
significantly correlated with publication year, suggesting that pub-
lished guidelines to improve the use of meta- analyses (e.g. Koricheva 
& Gurevitch, 2014; Moher et al., 2009; Nakagawa et al., 2017) are 
being effective.

Reporting the search strings and databases (e.g. WoS and Scopus) 
used to find articles that provide data to a meta- analysis, is far from 
being a mere bureaucratic step (Nakagawa et al., 2007; Gusenbauer 
& Haddaway, 2020). For example, researchers may avoid wast-
ing time through the repetition of an inclusive meta- analysis when 
search strings are reported or may detect the need for a new meta- 
analysis when/if the one published was too restrictive (see Babić 

et al., 2020). However, our results parallel those of Koricheva and 
Gurevitch, (2014) by showing that only a few studies included full 
details of bibliographic searches. The problem becomes more pro-
nounced when the inclusion/exclusion criteria are not reported (for 
a discussion on this theme, see Lortie & Callaway, 2006). Even the 
easy- to- meet quality criterion of providing the list of primary stud-
ies included in the meta- analysis was not met by 21 studies, despite 
being essential for reproducibility testing. Specifically, if the list of 
primary studies used in a published meta- analysis differs substan-
tially from a list of primary studies retrieved by using a different 
search string (e.g. due to the use of synonyms or different techni-
cal terms), then, all else being equal, a new meta- analysis, consid-
ering the different set of primary studies, may produce different 
results and new insights (e.g. compare Westgate et al., 2014 to de 
Morais et al., 2018 and Stein et al., 2014 to Ortega et al., 2018; 
see also Page & Moher, 2016 for a discussion about the problem 
of redundant meta- analyses). In addition, only nearly half of the 
meta- analyses in freshwater ecology provided the dataset used (60 
studies). Proportionally, this figure was even lower in plant ecology 
(Koricheva & Gurevitch, 2014). Providing the dataset used is crucial 
for cumulative meta- analysis (Leimu & Koricheva, 2004) and to ex-
plore the same dataset using different moderators (e.g. Menegotto 
et al., 2019).

A critical step in a meta- analysis is to weight effect sizes by 
the inverse variance method (Borenstein et al., 2009; Koricheva & 
Gurevitch, 2013). Many of the studies we reviewed weighted the 
effect sizes (86 out of 114). Still, 28 of the studies included in our 
review did not use the inverse variance method. In some cases, the 

F I G U R E  3   Relationship between 
percentages of meta- analytical studies 
complying with different criteria for 
both freshwater ecology (this study) and 
ecology and evolution (compiled by Senior 
et al., 2016). Numbers indicate the quality 
criteria (Table 2). Values above the line 
represent criteria that were met more 
frequently by ecological and evolutionary 
meta- analyses, while values below the line 
were met more frequently by freshwater 
ecology meta- analyses
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authors stated that the variance (or the data needed to estimate it) 
was not available in the primary studies. However, other weighting 
strategies are available, for example, estimating variance from par-
tial data and weighting by n (Koricheva & Gurevitch, 2014). As the 
quality of reporting and transparency increases in primary studies, 
the frequency of these issues is expected to decrease (Gerstner 
et al., 2017).

Thirty- two studies (out of 114) did not report the meta- analytical 
model used to analyse the data. However, different models (fixed or 
random effects) have different assumptions, test different hypoth-
eses, and may provide contrasting results (Borenstein et al., 2009; 
Koricheva & Gurevitch, 2013). In general, the use of a random- 
effects model is the best alternative because of the restrictive 
assumptions of a fixed- effect model (mainly that effect sizes are 
homogeneous across primary studies). Similarly, 35 studies did not 
report the software used, although this is important because it may 
influence results (Koricheva & Gurevitch, 2014).

Heterogeneity measures are crucial for a comprehensive inter-
pretation of the weighted mean effect size (Forstmeier et al., 2017; 
Nakagawa et al., 2017; Senior et al., 2016). Interpreting the weighted 
mean effect size without the heterogeneity measures is comparable 
to drawing conclusions from the mean without showing the standard 
deviation. Few studies have quantified heterogeneity (47 out 114; 
heterogeneity quantified as T 2 and Q). Still, many explored possible 
causes of variation (94 out of 114), because most meta- analyses are 
more interested in exploring variation in effect sizes among studies 
and in the causes of this variation (Koricheva & Gurevitch, 2014). 
However, not reporting the heterogeneity or variation of effect sizes 
is concerning for ecological meta- analyses, given the high complex-
ity of natural systems (Vetter et al., 2013).

The basic strategy to explore causes of heterogeneity is to con-
duct a meta- regression with several moderators, which corresponds 
to a weighted multiple regression. Thus, the same assumptions of 
multiple regression also apply to meta- regression (e.g. checking for 
collinearity among moderators; Borenstein et al., 2009; Koricheva 
& Gurevitch, 2013; Nakagawa et al., 2017). While many studies ex-
plored the causes of heterogeneity in effect sizes, less than a quar-
ter checked for collinearity. Issues such as instability of parameter 
estimates, inflated standard errors and biased inferences (Dormann 
et al., 2013) arise when moderators are collinear. As in any other 
research approach, the issues with multicollinearity highlight the 
need for careful planning to conduct a meta- analysis (Berman & 
Parker, 2002). For example, many studies are screened to com-
pile data on moderators hypothetically related to the effect size. 
However, without proper planning and theoretical reasoning, this 
hard work may be in vain if different pairs of moderators are highly 
correlated to each other or, even worse, if redundant moderators 
are compiled at the expense of ignoring other relevant moderators.

Publication bias is said to exist when the results of a study in-
fluence the decision of authors, reviewers, and editors to publish 
a manuscript. This subject has been extensively debated (Dwan 
et al., 2013; Møller & Jennions, 2001; Rothstein et al., 2006) due 
to its effects on systematic reviews and meta- analyses (and also on 

narrative reviews). Positive results are more likely to be published 
(Fanelli, 2012; Fanelli et al., 2017; Forstmeier et al., 2017). In this 
context, positive results may be over- represented in the pool of 
articles available for meta- analysis potentially leading to overesti-
mation of the weighted mean effect size (Møller & Jennions, 2001). 
Although researchers highlight the need to study publication 
bias (e.g. Jennions, 2013; Møller & Jennions, 2001; Tomkins & 
Kotiaho, 2004), over half of the studies (62 out of 114) did not assess 
it. The lack of concern with publication bias is a recurrent issue in 
ecology (Koricheva & Gurevitch, 2014; Nakagawa & Santos, 2012; 
Roberts et al., 2006), as are requests to analyse this issue (Nakagawa 
& Poulin, 2012).

Twenty- seven meta- analytical studies, out of the 45 that tested 
for publication bias, used only one method. However, the use of 
multiple approaches is advisable (Lin et al., 2018). The funnel plot, 
which may indicate publication bias through asymmetric distribu-
tion of effect sizes, was the most used approach (28 papers). The 
funnel- plot has been criticised on several grounds (Jennions, 2013; 
Lin, 2019; Terrin et al., 2005). For instance, asymmetry may be the 
consequence of other factors when the number of primary studies 
(k) is small (Egger et al., 1997). Consequently, many studies also used 
the funnel plot associated with other tests (19 studies— fail- safe 
numbers, quantile- plot, and correlation). The trim and fill method is 
often used to correct for publication bias (Duval & Tweedie, 2000; 
Peters et al., 2007; and see Weinhandl & Duval, 2012 for an alter-
native method applied to meta- regression). However, this method 
tests how robust the results are to publication bias (Jennions & 
Møller, 2002a; Sutton, 2002) and, therefore, is more of a sensitiv-
ity analysis than a method to correct for publication bias (Rothstein 
et al., 2006).

Conducting sensitivity analyses is also important to check the 
robustness of results. Basically, it consists of double- checking de-
cisions made throughout the study (Noble et al., 2017). The use of 
multiple effect sizes, models, publication bias methods and the eval-
uation of temporal changes in effect sizes are all issues that can be 
evaluated. However, the best strategy needs to be determined on a 
case- by- case basis.

A useful strategy to analyse the results is to evaluate whether 
the effect sizes vary over time (e.g. using a cumulative meta- analysis; 
Leimu & Koricheva, 2004; Ortega et al., 2018) or to use publica-
tion year as a moderator when exploring sources of heterogeneity 
(Lehmann et al., 2012; Wood & Eagly, 2009). Cumulative sum charts 
may also be used to detect possible outliers and temporal tenden-
cies (Dogo et al., 2017; Kulinskaya & Koricheva, 2010). Causes of 
variation include the tendency of earlier studies to publish higher 
effect sizes (i.e. time- lag bias), publication bias, Proteus phenome-
non (the attraction to contradictory results), true heterogeneity, or 
even chance (Ioannidis, 2008; Jennions & Møller, 2002b; Trikalinos 
& Ioannidis, 2006). A decrease in effect size over time can be also 
attributed to the test of a “valid theory beyond its domain of ap-
plication” (Wilson et al., 2020). Despite evidence that effect sizes 
may change over time (see Koricheva et al., 2013 for detailed ex-
amples) and the practical implications of this change (Koricheva & 
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Kulinskaya, 2019), only nine meta- analytical studies in freshwater 
ecology explored this topic.

Independent data points are essential for statistical testing 
(Forstmeier et al., 2017). Non- independence of effect sizes oc-
curs when the data exhibit a correlated or clustered structure, 
which may be driven by several factors (Lajeunesse, Rosenberg, 
& Jennions, 2013). For example, in a cross- species meta- analysis, 
one can find that the effect sizes are phylogenetically structured. 
Thus, by not accounting for the phylogenetic structure, we would 
violate the assumption of independence of effect sizes, which has 
been shown to change the results of meta- analyses (Chamberlain 
et al., 2012; Nakagawa & Santos, 2012). We found that 29 out of 
33 studies for which this criterion was relevant did not control 
for phylogenetic structure. Nevertheless, methods to incorpo-
rate phylogeny have been extensively developed in evolutionary 
biology and are also available for different meta- analysis models 
(Adams, 2008; Lajeunesse, 2009; Lajeunesse et al., 2013; Nakagawa 
& Santos, 2012).

Primary studies often report more than one effect sizes. For 
example, a primary study may test the relationship between a re-
sponse variable and different explanatory variables (across the 
same sampling units). However, if multiple effect sizes per study 
are used, the total sample size of a meta- analysis will be inflated 
(Jennions & Schmid, 2013), resulting in increased type I error rates 
(Forstmeier et al., 2017; Hedges et al., 2010; Noble et al., 2017). 
Only 30 freshwater ecology studies addressed this issue, primarily 
by comparing the weighted mean effect size obtained using multi-
ple effect sizes to the weighted mean effect size obtained by using 
one (selected or averaged) effect size per study (e.g. following the 
approaches described in López- López et al., 2018). There are several 
statistical methods available to address effect size multiplicity (e.g. 
Jennions & Schmid, 2013; López- López et al., 2018; Tanner- Smith & 
Tipton, 2014). For example, Hedges et al. (2010) proposed a method 
called Robust Variance Estimate. Given the availability of software 
(e.g. Fisher & Tipton, 2015), we think that the issue of multiple effect 
sizes per study will be addressed in most future studies.

Our overall results (mean quality) may be generalisable among 
different fields in ecology (i.e. considering the results for freshwater 
ecology, ecology, and evolution [Senior et al., 2016] and plant ecol-
ogy [Koricheva & Gurevitch, 2014]). However, ecological and evo-
lutionary meta- analyses had a higher compliance with the quality 
criteria than freshwater ecology meta- analyses. It is noteworthy that 
few studies explored temporal dependence in effect sizes, checked 
for dependence among moderators, or controlled for phylogenetic 
dependence in either areas, suggesting this may be a recurrent 
issue. A similar pattern was observed for plant ecology (Koricheva 
& Gurevitch, 2014). Thus, we think that further studies should be 
especially aware of these issues, once lack of independence (tem-
poral, phylogenetic, or in explanatory variables), temporal trends in 
effect sizes and collinearity among moderators are issues of primary 
concern.

Our findings point to the need for a greater adherence to guide-
lines for systematic reviews. Thus, we reiterate the importance of 

applying the checklists, which are widely available, to improve re-
porting of meta- analyses in different areas of ecology (e.g. Koricheva 
& Gurevitch, 2014; Moher et al., 2009, 2015; Parker et al., 2018; 
Roberts et al., 2006). We expect that the use of checklists will in-
crease the quality of meta- analyses, as has been reported, for exam-
ple, for biomedical research (Han et al., 2017). The need to enhance 
quality should not be taken lightly, given that their results are po-
tentially used by decision makers as decisive evidence (Koricheva & 
Kulinskaya, 2019).

5  | CONCLUSION

We found that the quality of meta- analyses in freshwater ecology 
has increased over time; however, there is much room for improve-
ment in complying with important quality criteria. Firstly, authors 
should not mislabel their studies as meta- analyses when, in fact, the 
method was not used. Secondly, compliance with checklists should 
be widely fostered as meta- analyses are increasingly being used to 
summarise findings in different areas of ecology. Thus, authors, re-
viewers, and editors should comprehensively use checklists to im-
prove the quality of meta- analyses in freshwater ecology.
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