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Significance

 Traditional strategies for 
managing water resources often 
assume that the probability 
distribution remains constant 
over time. However, this is not 
the case given that climate 
change and human activities 
have greatly altered the global 
water cycle. Our research marks 
a comprehensive analysis to 
quantify changes in the global 
water cycle by considering 
emerging long-term trends, 
seasonal shifts, and changes in 
extreme events. Integrating 
advanced remote sensing 
measurements and earth system 
modeling with innovative analysis 
methods, we examine how 
climate variability and human 
activities have altered the global 
water cycle over the past two 
decades. Our findings provide 
significant insights for enhancing 
water resource management, 
infrastructure resilience, and the 
development of adaptive early 
warning and monitoring systems.
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Climate change and human activities alter the global freshwater cycle, causing  nonstationary 
processes as its distribution shifting over time, yet a comprehensive understanding of these 
changes remains elusive. Here, we develop a remote sensing–informed terrestrial reanalysis 
and assess the nonstationarity of and interconnections among global water cycle compo-
nents from 2003 to 2020. We highlight 20 hotspot regions where terrestrial water storage 
exhibits strong nonstationarity, impacting 35% of the global population and 45% of the 
area covered by irrigated agriculture. Emerging long- term trends dominate the most often 
(48.2%), followed by seasonal shifts (32.8%) and changes in extremes (19%). Notably, in 
mid- latitudes, this encompasses 34% of Asia and 27% of North America. The patterns 
of nonstationarity and their dominant types differ across other water cycle components, 
including precipitation, evapotranspiration, runoff, and gross primary production. These 
differences also manifest uniquely across hotspot regions, illustrating the intricate ways in 
which each component responds to climate change and human water management. Our 
findings emphasize the importance of considering nonstationarity when assessing water 
cycle information toward the development of strategies for sustainable water resource 
usage, enhancing resilience to extreme events, and effectively addressing other challenges 
associated with climate change.

nonstationarity | global water cycle | human disturbance | climate change | data assimilation

 Climate change and human activities have altered Earth’s natural systems, as evidenced 
by trends and fluctuations in environmental processes that deviate from historical patterns 
( 1 ,  2 ). These shifting patterns and irregularities make it questionable to expect stability 
when predicting future climate conditions. Reliable understanding of the nature of water 
cycle change is vital for sustaining water resources, especially for agriculture, the largest 
consumptive user of fresh water. However, most water resource management activities 
and associated risk assessments rely on the assumption that the relevant geophysical var
iables have statistical properties that remain constant over time ( 1 ,  3 ). For example, the 
frequency and intensity of droughts and floods are often quantified based on the deviations 
of accumulated precipitation from an assumed, stationary climatology. The nonstationarity 
of precipitation, therefore, introduces significant uncertainties in the quantification and 
projection of the severity of hydrological extremes. Beyond meteorological variables such 
as temperature and precipitation, whose nonstationarity stems from human-induced global 
warming, terrestrial hydrological processes are directly impacted by human disturbances 
through activities such as water use, deforestation, urbanization, and damming of rivers, 
among others. Consequently, the combined influence of climate change and human water 
management processes is likely to be greater than climate change alone and potentially 
manifest within a shorter time frame on the terrestrial water cycle, such as increased 
groundwater pumping during extreme droughts ( 4 ), impacting associated stationarity 
assumptions.

 Despite the established research on terrestrial water storage (TWS) trends ( 5   – 7 ), the 
full extent of nonstationarity in TWS components is poorly understood, as the long-term 
trend only accounts for part of the nonstationary signal. While changes in variability, the 
associated changes in extremes, and their link to the existence of a background trend have 
been extensively studied for atmospheric forcings ( 8   – 10 ), these aspects have received less 
attention for land hydrological variables in the literature. Recent efforts have been made 
to separate the contribution of climate variability from the intensification of the water 
cycle ( 11       – 15 ), to assess the severity of water stress via the trend to variability ratio ( 16 ), 
and to quantify and link water cycle extremes to global warming and other climate indi
cators ( 17 ,  18 ). However, these studies do not provide a comprehensive analysis of D
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nonstationarity. In addition, indices used to identify extremes such 
as droughts based on threshold approaches often assume a fixed 
seasonal cycle ( 19     – 22 ). This implies that conditions for a specific 
day, week, or month are ranked based on data from the same 
calendar dates across different years, without accounting for poten
tial shifts in the timing or shape of seasonality. However, there is 
now strong evidence linking global warming and human water 
management to shifts in the seasonal cycles of various water com
ponents, ecology, and associated carbon fluxes ( 23         – 28 ). If chang
ing climatology is ignored, the scale used to measure extremes may 
no longer be appropriate ( 29     – 32 ).

 To provide a comprehensive quantification of nonstationarity 
in terrestrial water cycle, we leverage a state-of-the-art land surface 
model and multisource remote sensing observations to produce a 
global analysis at 10 km spatial resolution (Materials and Methods ). 
The assimilation of remotely sensed information enhances the 
realism of hydrological variables in our model, potentially improv
ing detection of the complex interactions between climate varia
tion and human activities on the terrestrial water cycle. A detailed 
evaluation of the model’s performance against reference datasets 
can be found in SI Appendix, Supplementary Section 1  . We applied 
a robust seasonal-trend decomposition algorithm to discretize the 
time series of water cycle variables into three components: a 
long-term trend, a seasonal cycle, and a residual. We introduce an 
innovative nonstationarity index (NSI) based on a global ranking 
of three metrics: the Theil–Sen slope of the long-term trend time 
series (TR), the shift in the timing of the seasonal peak based on 
the seasonal time series (SS), and changes in the frequency of 
extremes (EFR, accounting for both wet and dry extremes) for 
places identified with a change point in the residual time series 
(Materials and Methods ). NSI ranges from 0 to 1 with larger values 
of NSI indicating stronger trends, larger seasonal shifts, and 
greater changes in the frequency of extremes.

 Changes in the terrestrial water cycle often manifest more rap
idly than typical climatological shifts due to direct human impacts. 
However, satellite observations capable of detecting these human 
impacts are primarily available from 2000 onward. Therefore, our 
quantification of water cycle nonstationarity is defined for the 
period 2003-2020. To address the challenge of quantifying non
stationarity within a limited time frame and to avoid misidenti
fication of nonstationarity resulting from inherent randomness 
( 3 ), we ensure that only trends, seasonal shifts, and changes in 
extremes exceeding predefined thresholds, which we qualify as 
emerging patterns, are considered for global ranking. These thresh
olds, which represent the 95% CI for trends, seasonal shifts, and 
changes in extremes, are derived from constructed stationary sce
narios using the corresponding parameter space obtained from 
the global reanalysis (Materials and Methods ). Two stationary sce
narios (moderate vs. high noise determined by the choice of an 
autoregressive parameter and the SD of a noise term) are created 
to test the robustness of the proposed nonstationary approach, 
and our findings remain consistent regardless of the noise level 
(SI Appendix, Supplementary Section 4  ). 

Results

Nonstationarity in the Water Cycle Across the Globe. Approxi
mately one quarter (23.6%) of the global land surface has undergone 
strong nonstationary TWS variations over the past two decades 
(Fig. 1A). About two- thirds of that (62.8%) is in the northern mid- 
latitudes (N 23.45 to 66.55), including southern North America, the 
Middle East and North Africa, the northern part of South Asia, and 
the eastern part of Eurasia. Other regions with high nonstationarity 
are located in the southern part of South America and central 

Australia. We define these “hotspot” areas of nonstationary water 
cycle changes based on a threshold of NSI greater than 0.5 and 
identify 20 such regions, as shown in Fig. 1A. More than 80% of 
the hotspot regions (80.9% of land with NSI > 0.5) overlap with 
emerging TWS trends ranked in the upper 50th percentile over the 
globe, with 64% showing a rapid depletion signal associated with 
human disturbance of water cycle, hydroclimatic extremes, or both 
(SI Appendix, Extended Data Figs. 2 and 5). While the long- term 
declines in TWS contributing to water cycle nonstationarity in many 
of the hotspot regions have previously been described (5, 33, 34), it 
is worth noting that 63% percent of the global total hotspot area also 
has shifts in seasonal peak timing that exceeds 2 d/yr (equivalent to 
the median of SS), with 57.8% shifting toward a delayed peak and 
42.2% shifting toward an earlier peak (SI Appendix, Extended Data 
Fig. 2). Further, the rate of water cycle extreme event occurrences 
more than doubled after the identified change point in 43.6% of the 
hotspot area (SI Appendix, Extended Data Fig. 2). In contrast, merely 
1.8% of the hotspot area experiences a reduced rate of extreme 
event occurrences after the change point, with the rate dropping to 
less than half of the rate before the change occurred (SI Appendix, 
Extended Data Fig. 2).

 Nonstationarity in the global water cycle is caused by either the 
individual or combined impacts of climate change, climate vari
ability, and human water (and land) management. Distinguishing 
the role of climate from that of human management is often 
challenging, and the limited time frame further complicates attrib
uting decadal climate variability to nonstationarity. In this context, 
rather than focusing on the causal relationships between these 
factors and nonstationarity, we examine multiple related variables 
together to understand the relative influences of these underlying 
drivers on a given water cycle process. Here, we group the TWS 
NSI greater than 0.5 into five bins (G1 to G5) with an interval 
of 0.1 ( Fig. 1E  ) and display the corresponding NSI distributions 
for evapotranspiration (ET), runoff, and precipitation based on 
the same categorization ( Fig. 1 F –H  ). Such categorized analysis 
mitigates the potential misleading effects of pixel-to-pixel inter
actions, where a signal in one pixel may respond to a variable in 
another pixel due to factors such as lateral water allocation. While 
the nonstationarity index of runoff ( Fig. 1G  ), and gross primary 
production (GPP) (SI Appendix, Extended Data Fig.1B  ) show a 
consistent pattern with that of TWS ( Fig. 1 F  and G  ), regions 
with the most extensive nonstationarity in TWS do not collocate 
with those in ET ( Fig. 1F  ). Such disconnects between TWS and 
vegetation-related fluxes for the G5 category can be largely 
explained by the mutual effects of TWS decline and irrigated 
agriculture, in particular, for regions including northwestern India 
and the North China Plain (SI Appendix, Extended Data Fig. 5 ). 
The decline of groundwater due to pumping for irrigation inhibits 
deep soil evaporation due to lowered water tables. On the other 
hand, such practices stabilize and enhance vegetation productivity 
and the associated transpiration. The simultaneous observational 
constraints from remotely sensed soil moisture, TWS, and vege
tation improve the simulation of interlinkages among water cycle 
processes and related human management practices. In northern 
South America and European Russia, the high NSI values of ET 
are primarily influenced by either increasing water availability or 
shifts in seasonality ( Figs. 1B   and  2B  ), while that for TWS remains 
low without major groundwater depletion. The global pattern of 
NSI in precipitation ( Fig. 1D  ) differs from that of TWS. The 
nonstationarity for precipitation over these TWS hotspot areas is 
generally low and has minor differences across bins ( Fig. 1H  ). This 
limited influence of precipitation nonstationarity provides com
pelling evidence that human activity drives the nonstationarity 
patterns of the global terrestrial water cycle. To eliminate the D
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possibility that the nonstationarity patterns in precipitation are 
product specific, we calculate the NSI for precipitation based on 
the ERA5 reanalysis produced by the European Centre for 
Medium-Range Weather Forecasts (ECWMF) and the version 2 
reanalysis of Modern-Era Retrospective Analysis for Research and 
Applications (MERRA-2) by NASA, in addition to IMERG. We 
find good agreement in the spatial patterns of NSI (SI Appendix, 
Extended Data Fig. 1 ) between each other.  

Attribution of Nonstationarity Patterns in Water Cycle Varia bles. 
Since the NSI provides a comprehensive overview of nonstationary 
patterns, a detailed analysis of the relative contribution of each 
component is crucial to pinpoint effectively for specific nonstationary 
impacts. We investigate the relative contributions of long- term 
trend, seasonal shift, and extreme frequency ratio to the integrated 
nonstationarity index (Fig. 2) by computing the metric with the 

highest rank percentile among the three components of the NSI, 
for each grid cell. In this relative rank map, we further distinguish 
the emerging trends in terms of the sign of the trend (increasing vs. 
decreasing), direction of the seasonal shift (delayed or advanced), and 
extreme frequency ratio in terms of whether the extreme occurrences 
are amplifying (EFR > 1) or reducing (EFR < 1). In Fig. 2, the 
value and type for each location represent the relatively highest 
nonstationary measure of the corresponding type ranked from a 
global perspective.

 Globally, long-term trends contribute the most to TWS non
stationarity, occupying 48.2% of the hotspot regions, followed by 
seasonal shifts and extreme frequency ratios, which cover 32.8% 
and 19%, respectively ( Fig. 2A  ). Decreasing trends contribute to 
more than two-thirds of the long-term trend dominated area, rang
ing from -402 to -3 mm/yr, including well-known hotspot regions 
such as eastern Brazil (region 6), northwestern India (region 13), 

Fig. 1.   Global nonstationarity in land water fluxes and precipitation. Global distribution of the integrated nonstationarity index for (A) terrestrial water storage 
(TWS), (B) evapotranspiration (ET), (C) sum of the surface and subsurface runoff, and (D) precipitation. 20 hotspot regions are highlighted in (A) with the background 
color of each number indicating the dominant type of nonstationarity for the area and the distribution of the nonstationarity index for TWS for hot spot regions 
(E) is divided into five subgroups with evenly distributed 10% quantile intervals: G1 (Q50 to Q60), G2 (Q60 to Q70), G3 (Q70 to Q80), G4 (Q80 to Q90), and G5 
(Q90 – max). The violin plots (F–H) thus show the distribution of ET, runoff, and precipitation NSI values among the grid cells categorized by the five subgroups. 
The vertical black line in the violin plot shows the median. The statistical significance (P < 0.05; by a one- sided Mann–Whitney U test) of the variable outcome 
distribution among the subgroups is colored in orange in the violin plot when the variable values within a subgroup of the distribution are significantly greater 
than the variable values in the adjacent lower subgroups. The violin plots shown in light blue color indicate statistically insignificant distribution difference 
compared to adjacent lower subgroup. Greenland, Iceland, and glaciers are excluded. The land water fluxes (i.e., TWS, ET, and Runoff) are from the multivariate 
data assimilation. The precipitation dataset is obtained from the GPM IMERG final version. The nonstationarity index is an average of percentile rank in Theil–Sen- 
based trend (TR), seasonal shift (SS), and extreme frequency ratio (EFR) associated with the change point. For places where the changing point does not exist, 
the contribution of EFR is zero. The results for gross primary production (GPP) and precipitation from MERRA2 and ERA5 are shown in SI Appendix, Extended 
Data Fig. 1 and the metrics that contribute to the NSI calculation (Materials and Methods) for all variables are shown in SI Appendix, Extended Data Figs. 2–4.
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and the North China Plain (region 18) ( 35     – 38 ). Positive trends 
only contribute to less than one-third of the area, ranging from 
3 to 50 mm/yr, such as over the Missouri River Basin (region 2) 
in the United States. In areas where seasonal shift rank is the dom
inant constituent of the NSI, 57.9% of the area experiences shifts 
toward a delayed seasonal peak, including the Pantanal region 
(region 7), western Africa (region 10), and southwestern Europe 
(region 11), while 42.1% of the area experience shifts toward an 
advanced seasonal peak, such as part of Missouri (region 2) and 
eastern Russia (region 19). The median magnitude of the seasonal 
shift rate is 4.8 d/year. For the places that dominated by the high 
rank of extreme frequency ratio, 95% of the area experiences an 
amplification of extremes after the change point, with the extreme 
frequency increasing by two to seven times that before the change 
point. These regions are mostly located in Central and South Asia 
and the southern part of Australia. Only 5% of the area has expe
rienced a decreasing extreme frequency after the change point.

 For TWS, ET, and precipitation, the trend component is the dom
inant constituent of NSI, followed by seasonal shifts and the extreme 
frequency ratio ( Fig. 2 A , B , and D  ). Both ET and precipitation are 
less dominated by changes in extremes, as this type of nonstationarity 
only occupies less than 15% of its corresponding total hotspot area. 
For ET and runoff, the positive trends are the primary contributors 
to nonstationarity over a larger percentage of land. For example, in 
over 28.1% of the land that experiences high nonstationarity in ET, 
positive trends are the dominant factor in NSI, whereas negative 
trends dominate over 22.3% of the area. Similar patterns are also 
observed for runoff (positive trends over 23.6% and negative trends 
over 16.8%). For runoff, changes in extremes have a more pro
nounced impact than seasonal shifts ( Fig. 2C  ), accounting for 33.4% 
of the land area under high runoff nonstationarity. Within these 
regions, a greater extent experiences reduced extremes (19.1%) 

compared to those with enhanced extremes (14.3%), occurring in 
the Middle East (region 12), northwestern India (region 13), and the 
North China Plain (region 18). Over these areas, human-induced 
aquifer depletion has led to an overall damping of runoff extremes 
(three examples are provided for the Middle East, North Africa, and 
South Asia regions in SI Appendix, Extended Data Fig. 8 ), which can 
be linked to reduced discharge and enhanced infiltration of stream
flow to deeper aquifers ( 31 ,  39       – 43 ).  

Hotspots of Water Cycle Nonstationarity. In thirteen of the 
twenty hotspot regions, the emerging long- term trend was the 
primary factor in TWS nonstationarity. Twelve regions (regions 1, 
3, 4, 6, 8 to 9, 12 to 15, and 17 to 18) have a negative area- averaged 
TWS trend between −28 mm/yr and −8 mm/yr (Figs.  3, 4).  
The Lower Mississippi (region 5) is the only region where TWS 
nonstationarity is dominated by a positive trend at a rate of 3 mm/
yr. For these long- term trend- dominated regions, none of them 
show relatively high nonstationarity in precipitation (averaged 
NSI > 0.5). In fact, the differences in nonstationarity of TWS and 
precipitation show that TWS can be strongly nonstationary when 
precipitation patterns are stationary, particularly over regions that 
overlap with intensively managed aquifers. For these regions, water 
assessments based on precipitation data alone would result in the 
mischaracterization of current and future freshwater availability. 
For runoff, we observe consistently high nonstationarity across 
seven regions, with dominant contributions from trends (regions 
5, 14), reduced frequency of extreme events (region 6, 9, 17), 
or a seasonal shift (region 7). This is likely due to the influence 
of surface water management and groundwater and freshwater 
consumption, which have impacted the seasonal cycle of river 
flows and reduced incidences of extremes. The growing pressure on 
water supplies, along with the increased frequency of dry extremes, 

A

C D

B

Fig. 2.   Dominant type of long- term trend (TR), seasonal shift (SS), and extreme frequency ratio (EFR) to the overall nonstationarity. The color scheme indicates 
the type and sign of the dominant metric to the overall nonstationarity with the saturation level of the color scheme representing the percentile rank value for 
the corresponding type. (A–D) shows the dominant type of the nonstationarity metrics for TWS, ET, runoff, and precipitation separately. The pie chart within 
each subplot summarizes the percent of the land area dominated by each factor out of the total land area where NSI values are greater than 0.5. The results 
for GPP and precipitation from MERRA2 and ERA5 are shown in SI Appendix, Extended Data Fig. 7.
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have been documented to instigate or exacerbate drought-  and 
famine- induced migration, political unrest, and transboundary 
water conflicts, particularly in the Middle East and North Africa 
(44–46). While we stop short of recommending approaches for 
incorporating information on water cycle nonstationarity into 
water management and policy decisions, we anticipate that 
locating and classifying areas of significant nonstationarity will 
increase awareness and facilitate uptake of this information in 
water management and policy decisions. For all regions dominated 
by long- term TWS depletion, only eastern Brazil (region 6) is 
collocated with strong nonstationarity in GPP, dominated by a 
negative trend, reflecting the combined impacts of deforestation, 
agricultural intensification, and an extended drought (35, 36, 47). 
While GPP nonstationarity remains low in most other regions 
experiencing TWS declines, regions such as the western United 
States, Eastern and Northern China (regions 3, 17, 18) exhibit 
predominantly positive trends, indicating greening associated with 
excessive use of freshwater resources (SI Appendix, Extended Data 

Fig. 3). Conversely, in the Middle East and Central Asia (regions 
12), there is a noticeable shift in GPP seasonality toward a later 
peak, suggesting a potential alignment with a delayed phenology 
(48). For Rio Negro and Central Patagonia (region 8) and Indus 
(region 13), the factors that contribute to nonstationarity in 
GPP are highly mixed (SI Appendix, Extended Data Fig. 7). In 
these areas, human water management drives the transformation 
of nonstationary hydrological processes such as greening at the 
expense of water depletion (see a detailed case study for region 
18 in SI  Appendix, Supplementary Section  2). Consequently, 
assessments based on vegetation condition would yield results that 
diverge from those based on water availability if the anthropogenic 
drivers of nonstationarity are overlooked.

 In the remaining seven regions (2, 7, 10, 11, 16, 19, and 20), 
seasonal shift is the primary influence on TWS nonstationarity 
( Figs. 3  and  4 ). For Missouri (region 2), TWS nonstationarity is 
comparably contributed by seasonal shifts toward an earlier peak 
(46%) and increasing trends (51%). This is associated with strong 

A B

C D

E F

G H

I J

Fig. 3.   Changes in fluxes for nonstationary hot spot regions (1–10, subplots A- J) and its relative contributors. Annual anomalies relative to the long- term mean 
are shown for TWS, ET, runoff, precipitation, and GPP averaged for each region. Solid (dashed) lines indicate statistically significant (insignificant) annual trend 
according to the Mann–Kendall trend test at 5% significance level. Distribution of nonstationarity index for the five fluxes is shown in boxplots with the black 
dots indicating the regional mean of NSI, the box boundaries indicating the first (Lower) and third (Upper) quartile, and the whiskers indicating the 1st (Lower) 
and 99th (Upper) percentiles. The pie chart on top of each boxplot summarizes the percent of area maximumly contributed by positive (negative) long- term 
trend, advanced (delayed) seasonal shift, or intensified (reduced) extreme occurrence.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 C
A

S 
N

A
T

IO
N

A
L

 S
C

IE
N

C
E

 L
IB

R
A

R
Y

 o
n 

N
ov

em
be

r 
26

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
15

9.
22

6.
10

0.
23

7.

http://www.pnas.org/lookup/doi/10.1073/pnas.2403707121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2403707121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2403707121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2403707121#supplementary-materials


6 of 12   https://doi.org/10.1073/pnas.2403707121 pnas.org

nonstationarity in runoff but is dominated by increased extremes. 
For the La Plata basin (region 7), although TWS nonstationarity 
is dominated by seasonal shift (73%), the region exhibits an aver
aged increasing TWS trend, which is associated with increased 
precipitation. The nonstationarity in GPP is high, with a median 
NSI value of 0.57. This is predominately due to a greening signal 
observed across 63% of the region, potentially attributed to land 
use change and the expansion of crop production ( 47 ,  49 ). North 
Africa (region 10) exhibits a consistently high prevalence of sea
sonal shifts across all variables, along with enhanced extreme 
events, except for GPP, which is primarily driven by a delayed shift 
in the seasonal peak (92%). In southern and western Europe 
(region 11), TWS, runoff, and precipitation all show strong non
stationarity. Among them, TWS is dominated by seasonal shifts 
(46%), while precipitation exhibits mixed trends (72%). Runoff 
in this region is primarily associated with declining trends (45%) 
and heightened extremes (21%), which is evidently attributed to 
the effects of climate change ( 50 ). Region 16, covering the inner 
Tibetan Plateau, has experienced elevated rainfall rates, increased 
glacier-melt flows, and lake expansions ( 5 ,  51 ). Together, these 
factors lead to nonstationary TWS, primarily explained by mixed 
direction in seasonal shifts (45%), followed by positive long-term 

trends (35%). The nonstationarity of ET, runoff, and precipitation 
remains low for this region, but they all show prevalence in positive 
trends and enhanced extreme events, while changes in GPP are 
dominated by a seasonal shift toward a delayed peak and positive 
trends, which are likely contributed by increased warming and 
wetting climate ( 52 ,  53 ). The hotspot in eastern Russia (region 19)  
has increased precipitation, ET, runoff, and GPP, while no signif
icant linear trend in TWS has been observed over the study 
period. Mixed signal in seasonal shifts dominated the TWS non
stationarity for 53% of the area, while both seasonal shifts (25%) 
and positive trends (55%) contribute to the nonstationarity for 
runoff. Warming shifts the seasonal cycle of temperature, particu
larly in the early days of snowmelt, leading to large seasonal shifts 
in TWS and increased runoff ( 54 ). In these regions, climate change 
is likely a greater contributor to the compounded seasonal shifts 
in water and carbon fluxes than water or land management. While 
seasonal shifts currently represent a smaller percentage globally, 
their prevalence is expected to increase in a warmer future, espe
cially considering the CO2 fertilization effects on plant phenology 
and the alterations in rainfall-snowfall partitioning and its impact 
on snow dynamics ( 55 ). Therefore, it is essential to systematically 
incorporate this type of nonstationarity consideration into the 

A B

C D

E F

G H

I J

Fig. 4.   Continued from Fig. 3 Changes in fluxes for nonstationary hot spot regions (11–20, subplots A- J) and its relative contributors.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 C
A

S 
N

A
T

IO
N

A
L

 S
C

IE
N

C
E

 L
IB

R
A

R
Y

 o
n 

N
ov

em
be

r 
26

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
15

9.
22

6.
10

0.
23

7.



PNAS  2024  Vol. 121  No. 45 e2403707121 https://doi.org/10.1073/pnas.2403707121 7 of 12

assessments of extreme events, taking into account regional and 
elevation-dependent variations. For Australia (region 20), no sig
nificant linear trend is identified for any variables on average, yet 
the mean of the corresponding nonstationarity index of TWS, ET, 
and GPP fluxes is higher than 0.5. Natural processes changed the 
timing and magnitude of water cycle variables by up to several 
years, such as the millennium drought (2001–2009) ( 56 ) and the 
most recent 2017-2019 drought in southeast Australia, amplifying 
the translation of extreme conditions from the atmosphere to land 
processes. The nonstationarity of TWS is dominated by a shift 
toward an earlier peak timing in northeastern Australia (33%), 
while a delayed peak timing in southwestern Australia (15%). 
Interestingly, enhanced extreme occurrence only contributes 9% 
for precipitation while the number is more than doubled when 
transforming into water and vegetation fluxes. Prolonged drought 
conditions can shift the seasonality and range of variability of water 
cycle processes. There are lagged connections between groundwater 
and other water cycle variables during and following drought that 
can persist for years. Quantifying these connections and their 
effects can be challenging and demand further monitoring and 
investigation in regions such as Australia ( 57 ,  58 ).

 Extreme frequency changes are not a primary determinant of the 
overall TWS nonstationarity in any region. Nonetheless, the con
tribution from EFR can vary significantly from 1% (for region 5) 
to 36% (for region 10). Upon investigating the potential relation
ship between changes in extremes of all variables and the presence 
of trends in terrestrial water storage, we find that regions with greater 
TWS trends tend to encompass a greater extent of areas where both 
TWS and runoff exhibit change points and correspondingly greater 
changes in extremes. However, the signs of extreme changes 
(enhancing vs. reducing) differ based on the signs of TWS trends 
(SI Appendix, Extended Data Fig. 9 and Supplementary Section 3  ). 
This indicates that changes in water cycle extremes are intercon
nected and accentuated in the presence of an underlying trend.   

Implications and Discussion

 Accurate information on changes in freshwater availability, includ
ing seasonality and extremes in addition to emerging trends, will 
be crucial for ensuring food and water security as global warming 
and human activities shift and disrupt natural processes. Based on 
our analysis, roughly 35% of the global population ( 59 ) and 45% 
of irrigated land ( 60 ) are affected by strong nonstationarity in TWS. 
Our results are relevant for water resource and infrastructure man
agement efforts and in developing sustainable strategies for early 
warning and real-time monitoring systems (e.g., floods and 
droughts). Here, we provide a significant advancement on previous 
efforts on global water storage depletion and water cycle intensifi
cation ( 5 ,  15 ,  16 ,  61 ,  62 ) by explicitly distinguishing and integrat
ing different types of nonstationarity, and examining the interlinkages 
between water storage and the associated fluxes. These findings are 
based on the use of the state-of-the art models and remote sensing 
observations. Practically, the identification of the hotspot regions 
highlights areas to focus on for water resource risk assessment and 
sustainable resource management planning. Furthermore, the results 
emphasize regional differences on predominant nonstationarity 
types, which may influence strategies for selecting climatology ref
erences for extreme event assessments.

 Even though approaches that account for some of the nonsta
tionarity factors have been proposed elsewhere, such as using 
time-dependent probabilistic distribution ( 63 ,  64 ), moving window 
climatology ( 65 ), and leveraging external covariates ( 66 ), these 
methods, however, are mostly applied to precipitation-based drought 
indicators, for which the nonstationarity is mostly dependent on 

climate patterns with relatively long observational records. However, 
given that the magnitude and spatial extent of nonstationarity in 
land surface variables are prominent even within the past two dec
ades, the often used time scale (~ 30-y climatology) at which non
stationarity is often considered from the atmospheric perspective 
( 67   – 69 ) may need to be adjusted and shortened. More importantly, 
the distribution of nonstationarity differs in water cycle variables 
because human disturbance has largely altered the response of veg
etation to water supply and demand. Regions with strong nonsta
tionarity in water storage may in fact be associated with small 
long-term changes in precipitation. In such cases, the traditional 
multivariate drought indicators or integrated drought indicators can 
no longer provide synchronized or complementary information for 
places under intensive human water management. Disregarding 
notions of nonstationarity will result in increased biases in assess
ments of extremes and inappropriate guidance for operational water 
resource management.

 Accurate knowledge of nonstationary patterns is vital for mak
ing more informed projections about future water cycle changes. 
Wetting and drying tendencies are likely to be amplified under 
global warming ( 70 ), increasing the influence of the climate system 
in enhancing nonstationarity and complicating human water use 
in response to these changes. For instance, regions such as the 
Mediterranean and western North America are already experienc
ing high nonstationarity and are projected to encounter increased 
aridity ( 70 ). For such regions, consideration of nonstationarity is 
needed to accurately quantify and distinguish the drivers and 
impact of drought extremes from aridification. While variability 
and extremes for precipitation and runoff are projected to increase 
faster than average changes in most regions of the world according 
to the IPCC ( 71 ), our study found that reduced runoff volume 
and reduced extremes are less correlated with changes in precipi
tation, particularly in regions experiencing water storage deple
tion. Human disturbance of the water cycle may amplify such 
nonlinear responses. Accurate representation of these processes is 
essential so that the extent of human impact on both observed 
and projected water cycle trends is not underestimated ( 71 ).

 Our research highlights the need to develop a nonstationary frame
work of relevant variables in land water-energy-carbon cycles so that 
more realistic assessments of risks to water resource infrastructure at 
all timescales under climate change and the human context can be 
developed. Remote sensing–based observations should be integrated 
into Earth system models as they provide great potential to detect 
anthropogenic processes and their associated impacts. In the future, 
with extended remote sensing records for land surface hydrology, it 
will be possible to better separate the impact of decadal climate var
iability, climate change, and human (land) water management on 
nonstationarity. To further facilitate information between Earth sys
tem understanding and water management, both land surface hydro
logical models and atmospheric models need to include the 
representation of human–water interfaces in operational and reanal
ysis practices. Understanding the drivers as well as the interlinkages 
of nonstationarity across water-energy-carbon cycles is essential for 
optimal representation of the intricate feedback between water avail
ability, carbon uptake, and the rapidly changing climate in integrated 
assessment systems, allowing for more accurate projections and 
informed decision-making to strengthen economic livelihoods.  

Materials and Methods

Datasets for Data Assimilation. We assimilate remote sensing–based terres-
trial water storage, leaf area index (LAI), and surface soil moisture data simul-
taneously to constrain and correct for the water cycle components, vegetation 
conditions, and the associated processes.D
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We use the global TWS anomalies at 0.5° × 0.5° resolution for the period of 
2003–2020 provided by the NASA Goddard Space Flight Center (72). Previous 
studies have shown that assimilating GRACE into global hydrological models or 
land surface models can improve simulations of the variability and trends of TWS 
and groundwater and capture the impact of human water management (73–76). 
These studies also found that the impact of GRACE data assimilation (DA) on snow, 
runoff, and ET are mixed, partly due to the misrepresentation in model processes 
(77, 78), requiring either an improvement in model representation of processes 
that affect the water and energy partitioning (79) or additional constraints for key 
model states. Here, we employ the latter strategy through the joint assimilation of 
vegetation and surface soil moisture conditions (80–82) along with TWS.

Assimilating remotely sensed vegetation conditions, such as the leaf area index 
(LAI), and vegetation optical depth has been shown to improve the estimates of 
terrestrial carbon fluxes, the associated soil moisture, ET, runoff responses, and 
the representation of extreme events such as wildfires and droughts (83–85). 
Here, we use the LAI product at 500 m pixel size and an 8- day interval obtained 
from the MCD15A2H version 6 Moderate Resolution Imaging Spectroradiometer 
(MODIS) product (86). The product is reported to properly capture the seasonality 
of vegetation across most biomes and is able to provide reliable biophysical 
information in response to climate (87, 88).

For surface soil moisture, we selected the combined active–passive soil mois-
ture dataset developed within the European Space Agency’s Climate Change 
Initiative (ESA CCI), which is based on four active and twelve passive microwave 
products and is sampled to a daily scale at 0.25 regular grid (89). The product 
has been intensively evaluated with in situ observations and has been proven 
to be useful in a large number of applications (90–92).

All three observations are regridded to the model resolution of 0.1° using the 
simple bilinear interpolation method prior to data assimilation.

The Noah- MP Land Surface Model. The simulations are conducted using the 
Noah- MP land surface model (Noah- MP LSM) (93), Version 4.0.1, implemented 
within the framework of the NASA Land Information System (LIS) (94) (open 
source software available at https://github.com/NASA-LIS/LISF). As an advanced 
version of the original Noah land surface model (95), Noah- MP offers various 
parameterization options including surface/groundwater transfer and storage, 
prognostic vegetation, and frozen soil physics. The enhanced representation of 
vegetation response to water stress, infiltration and runoff, multilayer snow pro-
cess has delivered improved performance relative to earlier versions of Noah LSM 
in the simulation of runoff, soil moisture, snow, and skin temperature in many 
river basins across the globe (93, 96–98).

Model Configuration. The model is driven by the combination of two mete-
orological datasets, with the Integrated Multi- satellitE Retrievals for Global 
Precipitation Measurement (IMERG) (99) final run providing the precipitation 
data and NASA’s Modern- Era Retrospective Analysis for Research and Applications, 
version 2 (MERRA- 2) (100) providing the remaining dataset of meteorological 
fields, including 2 m air temperature, 2 m specific humidity, 10 m wind speed, 
surface pressure, and incoming shortwave and longwave radiation. Both lapse 
rate and slope- aspect- based topographical corrections are applied to the input 
meteorology to represent topographic influences on temperature, humidity, pres-
sure, and radiation. The model is applied in offline mode at 0.1° spatial resolution 
over the global domain for the period of 2003- 2020 after a 62- y spin- up. The 
model is configured using the Moderate Resolution Imaging Spectroradiometer 
– International Geosphere Biosphere Program (MODIS- IGBP) (101) land cover 
dataset at 1 km, the machine learning based 250- m soil property and class dataset 
generated at the International Soil Reference Information Centre (ISRIC) (102), and 
the Multi- Error- Removed Improved- Terrain (MERIT) (103) elevation at 3- arcsec 
spatial resolution. The prognostic vegetation module (104) is enabled, along 
with a Ball- Berry photosynthesis- based stomatal resistance scheme (105–107), 
to simulate the carbon uptake and allocation among leaf, stem, wood, and root.

Open Loop (OL) and Multivariate Data Assimilation (DA). We first conduct 
an open loop simulation (OL) for 2003- 2020, for which the model runs using 
the above- mentioned configuration but without assimilating any observations. It 
serves as a benchmark simulation that enables us 1) provide a baseline to convert 
the GRACE TWS anomaly observations to TWS prior to data assimilation; and 2) 
assess the performance of the multivariate data assimilation against reference 
datasets.

We then jointly assimilate three remote- sensing based observations into the 
model (DA), including 1) the GRACE mascon TWS anomalies; 2) the gap- filled and 
interpolated daily LAI retrievals obtained from the MODIS- MCD15A2H Version 6 
product; and 3) the combined active and passive ESA CCI soil moisture product.

The GRACE- based TWS anomalies are first converted to TWS by adding an algo-
rithm mean of the OL- based TWS for the baseline period 2004- 2009. To assim-
ilate GRACE- based TWS into the model, we use an Ensemble Kalman Smoother 
(EnKS), as described by Zaitchik et al. (108) and Kumar et al. (74). The ensemble 
smoother works by generating two iterations. The first iteration generates a model 
prediction of TWS by averaging daily simulated TWS in the model at the 5th, 15th, 
and 25th days per month. And the prediction of TWS is then used in the ensemble 
updates, in which increments are estimated based on the relative uncertainty 
between GRACE observation and the model ensemble and are added to the TWS 
averaged across days of the month through the second iteration:

Xi
T+

= Xi
T−

+ KT (Z
i
T
− HT X

i
T−
),

in which Xi
T−

 and Xi
T+

 are the ith ensemble member of the state vectors before 
and after the assimilation update, respectively. Zi

T
 is the observation vector that 

is assimilated into the model. HT  is an operator that converts the model states to 
observation space. The Kalman gain matrix KT determines the relative weights 
of uncertainties in the model and the GRACE observations.

The MODIS- based LAI and the ESA CCI soil moisture product are assimilated 
into the model in both iterations through an Ensemble Kalman Filter (EnKF) (109), 
with the updates being estimated as indicated in Eq. 1, but at a daily scale when-
ever an observation that satisfies the corresponding quality control is available.

The uncertainty of the model is estimated from an ensemble of model simu-
lations, developed by applying small perturbations to three meteorological fields 
(i.e., precipitation (P), incident shortwave (SW), and longwave (LW) radiation), all 
relevant state variables, and remotely sensed observations that are assimilated 
into the model. We use an ensemble of 20 members and the ensemble mean 
output is utilized for all model performance evaluations and nonstationarity 
assessments. Time series correlations are imposed via a first- order regressive 
model [AR(1)] with a timescale of 1 d for forcing fields, 3 h for soil moisture, 
groundwater, and TWS states, 0.5 h for snow water equivalent (SWE), and 1 d for 
LAI state. Cross- correlations of the perturbations are set within the forcing fields 
based on known associations between these components (110). It is important 
to note that the data assimilation system is in general affected by the choice of 
relative errors between observations and the model, perturbation settings, and 
the potential nonlinear model response to perturbation and assimilation. Built 
upon the settings and strategies established by previous studies (83, 111–117), 
we have performed a number of sensitivity tests while developing the global DA 
configuration, including testing a range of errors for observations, meteorological 
forcing, and relevant model state variables. Despite the inherent complexities and 
potential sources of uncertainties in data assimilation, our chosen settings have 
consistently demonstrated improved performance in DA compared to OL across 
water, energy, and carbon fluxes.

Model Performance Evaluation Metric. The model integrations are evaluated 
using a number of different metrics. As a common evaluation measure, we employ 
the Mutual Information (MI) metric across all the evaluations. MI is a nonpara-
metric information theory measure to quantify the mutual association between 
two variables. It does not make assumptions about the statistical properties of the 
variables and considers both the individual probabilities of each variable and the 
joint probabilities of both variables occurring together. Larger MI values imply 
a stronger relationship between the two variables, while a lower score indicates 
less dependence. The MI metric is calculated as

MI(M:O) =
∑
minM

∑
minO

p(M,O)(m, o). log

(
p(M,O)(m, o)

pM(m)pO(o)

)
,

where M and O represent model and observations, respectively, pM and pO are 
the marginal probability density functions, and p(M,O) is the joint probability 
functions.

We also employ Root Mean Square Error (RMSE) to highlight the errors in 
magnitudes of the estimates in the comparison of the runoff and GPP fields.

[1]

[2]
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RMSE =

√
∑N

i=1

(
Mi−Oi

)2
N

,

where Mi and Oi are the model and observation values, respectively, O repre-
sents the mean observation value, and N represents the total number of model- 
observation pairs.

Details of all reference datasets used for evaluation and the corresponding 
evaluation results are provided in SI Appendix, Supplementary Section 1, and 
considering the overall superior performance of DA over the OL simulation, we 
then focus only on the DA- based output for the nonstationarity assessment.

Robust STL and Nonstationarity Metrics. We apply a robust seasons- trend 
decomposition algorithm (RobustSTL) (118) to time series of target variables to 
extract the long- term trend, seasonal, and the subseasonal to interannual signals. 
Compared to the classical and widely used Loess decomposition method (119), 
the RobustSTL method is capable of detecting abrupt changes in trend and resid-
ual as well as seasonal fluctuations and shifts. The noise is removed using a local 
bilateral filter and the trend component is estimated by solving regression using 
the least absolute deviation loss, both of which decrease the sensitivity to outliers. 
Additionally, RobustSTL decomposition does not assume Gaussian distributions, 
as the loss function involves the summation of absolute errors instead of square 
errors, the later being associated with Gaussian distributions. Before applying the 
RobustSTL method, we normalize a given time series at the weekly scale (X ) into 
the range of 0 to 1 (Xs ) using the min- max linear scaling algorithm so that the 
same set of parameters can be applied across spatial locations for one variable 
and among different variables. Then the RobustSTL method is used to decompose 
Xs into three components:

Xs = Xs
long

+ Xs
seas

+ Xs
rem
,

where Xs
long

 is the trend in time series, and Xs
seas

 is the seasonal signal with period 
T  , which is set to 52 (wk) for this study. Xs

rem
 denotes the remainder signal, which 

includes subseasonal and interannual variabilities.
To assess the nonstationarity of a given variable, we consider the long- term 

trend, seasonal shifts, and changes in the frequency of extremes associated with a 
change point. The long- term trend (TR) is estimated as the Theil–Sen slope (120) 
of the Xs

long
 component multiplied by the min- max scaling factor to convert the 

slope back into its original magnitude. We use the Theil–Sen slope instead of the 
standard linear slope as the Theil–Sen slope reflects the median of the slopes 
through pairs of points, which ensures that the resulting trend is less sensitive 
to large anomalies and outliers.

The seasonal shift (SS) is a measure of the trend in the timing of seasonal 
peaks during the study period, with negative values indicating a shift toward an 
earlier peak and positive values indicating a shift toward a later peak. We adapted 
the approach from Wasko et al. (121) to compute SS . we first identify the timing 
of the seasonal minimum (ti

min
) for each calendar year i  in Xs

seas
 component. We 

then apply circular statistics to project ti
min

 to an angular value as

�ti
min

=
ti
min

Li
⋅ 2�,

where Li is the number of weeks for year i .
The mean direction �ti

min
 is then calculated by

𝜃ti
min

=

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

tan−1
�
S

C

�

tan−1
�
S

C

�
+𝜋

tan−1
�
S

C

�
+2𝜋

S≥0, C >0

C ≤0

S<0, C >0

,

where C =
∑n

i=1
cos�ti

min
 and S =

∑n

i=1
sin�ti

min
 . The water year is defined locally 

at each grid cell as the 12- month period beginning in the month of �ti
min

 . We 

then identify the timing of seasonal peak ( ti
p
) for each local water year i  in Xs

seas
 

component. We also project ti
p
 to the angle of circumference by

�tip
=

ti
p

Li
⋅ 2�.

Seasonal shift under the projected coordinate (SS� ) is then estimated as the 
Theil–Sen slope of the projected seasonal peaks.

The final SS is estimated by converting SS� into the unit of days as

SS =
365

2�
(SS� )

0.5.

Besides the long- term trend and seasonal shifts, the changing climate, 
along with human intervention, may cause abrupt shifts in the mean and the 
variability of the states beyond the deterministic patterns, leading to changes in 
the occurrence of extreme events. We quantify this aspect of nonstationarity by 
first detecting whether there is a change point associated with the frequency of 
extreme events and then estimating the ratio of extreme frequencies (EFR) before 
and after the detected change point.

We first normalize Xs
rem

 by using the standard score statistics:

zXS
rem,i

=
XS
rem,i

− �XSrem

�XSrem

,

where zXS
rem,i

 is the normalized value for time step i  , and �XSrem
 and �XSrem

 are the 
mean and SD of Xs

rem
 , respectively. To minimize the impact of outliers on the 

detection of the change point, we converted the zXS
rem,i

 time series into a binary 

time series to represent extreme events and nonextreme events using the criteria 
of the absolute value of standard score falling below or above 1. That said, both 
dry and wet extreme events are considered together:

BinaryTS(zXS
rem,i

)={

0, if
|||||
z
XS
rem,i

|||||
≤1

1, if
|||||
z
XS
rem,i

|||||
>1

.

We then apply a binary segmentation single change point detection algorithm 
to divide BinaryTS(zXSrem ) into two parts, and EFR is estimated as the ratio of the 
frequency of extreme events during the period before and after the change point:

EFR =

∑L
i=L−L1+1

BinaryTS(z
XS
rem,i

)

L− L1
∑L1

i=1
BinaryTS(z

XS
rem,i

)

L1

,

where L is the length of the time series, and L1 is the length of time period 
before the change point. The binary segmentation method is robust due to its 
sequential approach that identifies the most pronounced change point and its 
robustness in accommodating various statistical tests and penalty functions. By 
converting the time series to a binary format, it effectively reduces sensitivity 
to outliers, making it particularly suitable for detecting significant frequency 
changes and abrupt human- induced disruptions. However, it is important 
to note that this binary approach may be less effective in detecting gradual 
changes, such as those associated with meteorological extremes.

An EFR greater than 1 indicates that the occurrence of the extreme events 
during the period after the change point is greater than the period before the 
change point, implying an intensification of the extreme events. Conversely, 
an EFR less than 1 implies a reduction in extreme events after the change 
point. Areas that have not been detected with a change point are masked out 
from the analysis. Additionally, locations where a change point is detected in 
the first or last four years are also excluded. We select this threshold for two 
primary reasons: 1) from a climate perspective, a time scale less than five years 
may not sufficiently represent the variability in extremes; and 2) low sample 
density may negatively affect the robustness of frequency analysis. A flowchart 
of the data processing and the calculation of the nonstationarity metrics and 
the integrated index is complemented by SI Appendix, Extended Data Fig. 6.

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]
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The Integrated Nonstationarity Index (NSI). We compute a metric, the 
integrated nonstationarity index, by integrating the information on the trend, 
seasonal shift, and extreme frequency ratio as follows:

NSI =
PRTR + PRSS + PREFR

3
,

where PRTR , PRSS , and PREFR are the percentile of the absolute value of TR , SS , and 
the absolute value of natural logarithm of EFR ranked within its own context over 
the globe, respectively, all ranging from 0 to 1.

Since nonstationary behavior can also exist in stationary time series due to 
random causes (3), especially given a short time record, we adopt threshold- based 
constraints to truncate the global cumulative distribution of each metric before 
applying the percentile ranking, so that places with trends, seasonal shifts, or 
changes in extremes lower than their corresponding threshold are not considered 
nonstationary.

The threshold- based constraints are derived based on the constructed station-
ary scenarios with their statistical properties drawn from the parameter space of 
the corresponding variable in the global reanalysis data.

First, we construct stationary time series by combining a stationary seasonal 
component, a random Gaussian noise, with an autoregression process of order 
1 [AR(1)] as follows:

Xt = �Xt−1 + Sin
(
2�ft

)
+ �t(0, �),

where � is the autoregressive parameter with higher values indicating a stronger 
positive autocorrelation, approximating the strength of the memory of the water 
cycle components. The SD of the noise term ( � ) determines the relative signal of 
noise to the seasonal amplitude, which is drawn from the extremes to variability 
ratio (hereinafter parameter space) estimated as the mean absolute deviation of 
Xs
rem

 divided by the mean absolute deviation Xs
seas

 for the corresponding variable.
A moderate-  and a high- constraint stationary scenario is generated to test the 

robustness of the proposed nonstationary approach. The moderate constraint 
sets � and � to 0.5 and the median of the parameter space, while the high- 
constraint sets � and � to 0.9 and the upper quartile of the parameter space, 
respectively. Each stationary scenario consists of 10,000 simulations to ensure 
statistical robustness. The RobustSTL algorithm is then applied to the time series 
in the constructed stationary scenarios to acquire the trend, seasonal shift, and 
changes in extreme metrics. Values at the 95% CI for each metric are then used 
as threshold values to truncate the cumulative distribution of the corresponding 
metric of the global reanalysis data prior to percentile ranking. The main text 
presents results derived from moderate constraints, while a comparative anal-
ysis between the outcomes of moderate and high constraints can be found in 
SI Appendix, Supplementary Section 4.

The truncated global cumulative distribution of each metric is binned into 100 
equal bins with a percentile interval of 0.01. The percentile rank for each metric for 
a given location is then estimated based on the binned cumulative distribution. 
The natural logarithm of the EFR is used before estimating the percentile ranks, 
as the nonstationarity of an extreme frequency decline by X times is considered 
equivalent to that of an extreme frequency increase by X times. For instance, an 
extreme frequency ratio of 0.5 indicates that the frequency of the occurrence of 
extreme events after the change point has been reduced by half when compared 

to the period before the change point. The percentile rank of this EFR is equal to 
the percentile rank of an EFR of 2, which indicates the frequency of the occurrence 
of extreme events after the change point has been doubled when compared to 
the period before the change point.

By definition, NSI ranges from 0 to 1. An NSI value of 0 indicates no trend, 
no shifted seasonality, and no changes in extreme frequency before and after 
the change point, while an NSI value of 1 indicates the strongest trend (either 
positive or negative), largest seasonal shifts (either positive or negative), and 
strongest changes in extreme frequency (either enhanced or reduced). Note that 
glaciers, Iceland, and Greenland have been masked out from the analysis due 
to the model’s limitations in representing the relevant processes in such areas. 
The glacier mask is created based on the glacier database from Global Land Ice 
Measurements from Space (GLIMS) (122). For places where the change point 
detection is marked as invalid, PREFR does not exist and NSI consists only is the 
average of PRTR and PRSS.

We also examine the relative contribution, or relative importance, of the 
three types of metrics to the nonstationarity of the target variables. We display 
a predominant nonstationarity type map with each grid marked with a metric 
determined by the maximum among PRTR , PRSS , and PREFR and the intensity shows 
the percentile rank of the corresponding metric (Fig. 2). We also distinguish the 
sign of TR , SS , and the logarithm of EFR . 20 hotspot regions with high NSI values 
are identified to analyze the composition of the nonstationary variation as well 
as the relationship among the three. Region- averaged time series after scaling 
with its long- term mean for TWS, ET, runoff, precipitation, and GPP are calculated 
to provide a comprehensive view of nonstationarity in the water budget and the 
potential interactions with vegetation growth. Note that the analysis on inter-
linkages among key variables does not focus on analyzing causal relationships 
between nonstationarity in TWS and other variables, given limitations in the 
observational coverage and limited understanding of underlying processes and 
mechanisms. Instead, we leverage the best available observational constraints via 
data assimilation and use a “convergence of evidence” approach across multiple 
variables to make inferences on attributions.

Data, Materials, and Software Availability. NetCDF, DAT, and CSV data 
have been deposited in Johns Hopkins Research Data Depository (https://doi.
org/10.7281/T1/KOTDPY) (123).
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